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Introducing Unison

minimize $\sum_{b \in B} \text{weight}(b) \times \text{cost}(b)$ subject to

\[ l_t \iff \exists p \in P : \left( \text{use}(p) \land y_p = t \right) \quad \forall t \in T \]

\[ a_{\text{definer}}(t) \iff l_t \quad \forall t \in T \]

\[ a_o \iff y_p \neq \bot \quad \forall o \in O, \forall p \in \text{operands}(o) \]

\[ a_o \iff i_o \neq \bot \quad \forall o \in O \]

\[ r_{yp} \in \text{class}(i_o, p) \quad \forall o \in O, \forall p \in \text{operands}(o) \]

\[ \text{disjoint2} \left( \{(r_t, r_t + \text{width}(t) \times l_t, l_{st}, l_{et}) : t \in T(b)\} \right) \quad \forall b \in B \]

\[ r_{yp} = r \quad \forall p \in P : p \triangleright r \]

\[ r_{yp} = r_{yq} \quad \forall p, q \in P : p \equiv q \]

\[ l_t \rightarrow l_{st} = c_{\text{definer}}(t) \quad \forall t \in T \]

\[ l_t \rightarrow l_{et} = \max_{o \in \text{users}(t)} c_o \quad \forall t \in T \]

\[ a_o \rightarrow c_o \geq c_{\text{definer}}(y_p) + \text{lat}(i_{\text{definer}}(y_p)) \quad \forall o \in O, \forall p \in \text{operands}(o) : \text{use}(p) \]

\[ \text{cumulative} \left( \{(c_o, \text{con}(i_o, r), \text{dur}(i_o, r)) : o \in O(b)\}, \text{cap}(r) \right) \quad \forall b \in B, \forall r \in R \]
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- 50 MediaBench functions
- Hexagon V4 processor
- Provably optimal (■) for 54% of the functions
- Compilation time: from seconds to minutes
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- Complements LLVM:
  - traditional LLVM for compile/debug cycle
  - LLVM + Unison for release builds
- Useful analysis tool for LLVM developers
  - how good is my heuristic?
Demo at CC2016 (12:20)

www.sics.se/~rcas/unison-demo